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Abstract: Digital information has grown exponentially with lot of choices for services and products. Hence, filtering, prioritizing and 

efficient delivering of relevant information to tackle the problem of information overload is needed. This problem is solved in 

recommendation systems by searching through huge volumes of dynamically generated information to provide users with personalized 

contents and services. Historical data of users’ preference and their purchases to predict items that might interest the users are used by 

recommendation systems. Recommendation engines mainly use the classifier algorithms for best prediction. So, it is noted that to develop 

accurate classifier algorithm to enhance the performance of recommendation engines. Random forest and decision tree popular classifier 

algorithms of choice that shares merits of high accuracy, high classifying speed, strong learning ability and simple construction.  In this 

paper, we analysis a system which uses Random Forest and Decision Tree at multilevel strategies to predict the recommendations based on 

skills while targeting users’ mindset and current trends. Compared to decision tree that provides 84.2% accuracy, random forest is better with 

90.1% accuracy provided with feasible performance. 

 

Index Terms - Predictive data analysis, Recommender systems, classification, decision tree and random forest, Machine learning. 
 

I. INTRODUCTION 

One of the serious social issues faced by common people today is unemployment both in developed and developing countries. Internet 

has been used for getting information relating to job vacancy and searching for jobs.There has been an exponential growth in the digital 

information, large amount of digital information available , online services and electronic origin in future years. The need for job hunting has 

heightened due to tremendous increase in technology. So they need proper educated and experienced person in the particular field. With this 

recommendation engine they can search with their profile and recruit accordingly. Job seekers can also find suitable jobs for their knowledge.  

Huge information overload creates a potential problem of how to handle the search in huge data volume efficiently and to filter it 

efficiently to deliver the information to the user. In addition of the information needs to be processed for the user rather than filtering the 

information. This problem highlights a need for information extraction systems that can filter necessary information and predict the 

information of users’ interest. This system is called recommendation systems [1]. In this, employers upload their job offers in their job portal, 

the recommendation engine meet the requirements for employers and job seekers. It applies machine learning and data mining techniques for 

filtering information and using that it can predict if user would like it or not. Many commercial application of recommendation engine can be 

found in many e-commerce sites such as Amazon, Flipkart. Now-a-days people search job opportunities in many online websites like 

linked-in, Guru99, amcat etc. They are mainly using web for recommending products and services to users. This engine provides two 

functionalities; it helps the users in dealing with information overload by letting them know products and services in recommendation. Next 

they help business make more profit i.e. by selling products with discounts thereby they are selling more products. At first, most of the job 

hunting websites provides all the jobs to all the seekers, the seekers have to go through all the information ,skills and requirement for the jobs 

and find the relevant one and  have to apply for the particular job .It’s a tedious process for seekers and recruiters too. Hence the modern 

techniques have evolved, which uses several algorithms and make it a very simple one. By the profile they have given the recommendation 

engine itself finds and gives the best suitable jobs for seekers. It made works of recruiters also an easy one by giving them the matched 

profiles of a person they want. A recommender engine mainly uses the classifier. So, it is important to develop accurate classifier [2].  There 

are different classification techniques like KNN, Naive Bayes classifier, Support Vector Machine, decision tree and random forest [9]. 

Amongst all decision tree and random forest algorithms are easy to build and fast classifiers. They produce much accurate result than other 

classifier in less time. So, in this paper, analysis is to check whether the decision tree or random forest provides high accuracy, better and 

efficient job recommendations.   
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II. RELATED WORK 

Till now, there has been a exponential growth in the development of recommender sites. The numbers of people using the recommender 

engines are increasing tremendously and it is very important for these systems to generate recommendations that are close to the items of 

users’ interest. Recommender engines are categorized into collaborative filtering, content-based or hybrid systems [3], where a 

content-based recommender engine recommends jobs based on content information of the jobs. Collaborative filtering recommender 

systems [4] taking into account the taste of user to recommend jobs. Under the assumption, the user will be interested in jobs where users’ 

interest similar to them have rated highly and hybrid combine or unify, user and content oriented approaches and have shown to outperform 

their two-mode counterparts in many scenario. To improve the performance of recommender engines various classification approaches have 

been used for recommender engines.  

In collaborative filtering recommender systems, assumptions are based on the people thoughts i.e., who agreed in the past, will agree in 

the future too. In [6], authors have proposed a unique switching hybrid recommendation approaching by combining a Naive Bayes 

classification approach with the collaborative filtering recommendation approach.  

There are two categories in Collaborative filtering. Memory-based collaborative filtering is user based and it makes a prediction from the 

previous rated items of entire collections by the user [7]. The main advantage is the most recent information is quickly incorporated and the 

disadvantage is that for huge databases search of neighbours is slow. Authors proposed Model-based collaborative filtering algorithm in 

order to avoid inconvenience. In model-based collaborative filtering, there are wide variety of data-mining algorithms can be applied. First 

method is Neural networks [8]. Authors have used model-based Item-to-Item collaborative filtering in Amazon recommender engines. In 

online computation [10], their algorithm produces recommendations in real time, huge datasets; high quality construction does not require 

number of customers and number of items in product catalog. These systems results in poor quality recommendations and reduced coverage 

due to suffer from scalability, data sparsity, over specialization and cold-start problems. A hybrid recommendation technique that combines 

the best features of two recommendation techniques into one hybrid technique has been proposed to achieve higher performance and 

overcome the drawbacks of traditional recommendation techniques. To avoid cold-start, sparseness and/or scalability problems it is used for 

an attempt. Decision tree classifier and random forest classifier is trained on content information. Use of decision tree classifier reduces 

search time of finding neighbours but in Random forest classifier along with reduction of search time it provides high accuracy. 

      

III. DECISION TREE CLASSIFIER 

 

Decision tree is predominantly the most powerful and popular algorithms. Decision-tree algorithm comes under the category of supervised 

learning algorithms. It works for both categorical as well as continuous output variables. The contributions adopted in this work are: 

 In the beginning, we consider the whole training set as the root. 

 Attributes are assumed to be categorical for information gain and for gini index, attributes are assumed to be continuous. 

 On the basis of attribute values records are distributed recursively. 

 We use statistical methods for ordering   attributes as root or internal node as shown in Fig.1. 

4.1 ALGORITHM 

 Find the best attribute and place it on the root node of the tree. 

 Now, split the training set of the dataset into subsets. While making the subset make sure that each subset of training dataset should 

have the same value for an attribute. 

 Find leaf nodes in all branches by repeating 1 and 2 on each subset. 

 While implementing the decision tree we will go through the following two phases: 

 Building Phase:  

 Preprocess the dataset. 

 Split the dataset from train and test using Python sklearn package. 

 Train the classifier. 

 Operational Phase 

 Make predictions. 

 Calculate the accuracy. 

4.2 DATA PREPROCESSING  

 Before training the model we have to split the dataset into the training and testing dataset. 

 To split the dataset for training and testing we  are using the sklearn module train_test_split 

 First of all we have to separate the target variable from the attributes in the dataset. 

            X=balance_data.values[:, 1:5] 

                   Y=balance_data.values[:,0] 

 Above are the lines from the code which separate the dataset. The variable X contains the attributes while the variable Y contains the 

target variable of the dataset. 

 Next step is to split the dataset for training and testing purpose. 

 X_train,X_test,y_train,y_test=train_test_split(X,Y,test_size=0.3,random_state=100) 

 Above line split the dataset for training and testing. As we are splitting the dataset in a ratio of 70:30 between training and testing so 

we are pass test_size parameter’s value as 0.3. 

 random_state variable is a pseudo-random number generator state used for random sampling. 
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Fig.1. Decision tree classification strategy in Job Recommendation system 

IV. RANDOM FOREST CLASSIFIER 

Random forest is the most accurate classifier and for large number of data set it works efficiently. It can predict the missing data effectively 

even when large portions of data are missing and without pre-processing. The advantage is that is able to avoid over fitting of the training 

dataset which is not possible by other machine learning techniques. To generate trees, random subset of training data is used. After the forest 

has been trained, the test rows are passed through the forest. The mode in output class in each tree is considered as the output of random 

forest. To predict the label of users, random forest classifier is used as shown in Fig.2. The dataset is classified into train and test datasets. It 

is an ensemble technique capable of performing both regression and classification tasks with the use of multiple decision trees and a 

technique called Bootstrap Aggregation, commonly known as bagging. The idea behind this is to combine multiple decision trees in 

determining the final output rather than relying on individual decision trees. 

 

 

Fig.2. Random forest classification approach in Job Recommendation system 

4.1 ALGORITHM 

 Find a random K data points from the training set. 

 Build the decision tree associated with those K data points. 

 Choose the number N tree of trees you want to build and repeat step 1 & 2. 

 For a new data point, make each one of your N tree trees predict the value of Y for the data point, and assign the new data point the 

average across all of the predicted Y values. 

 Ensemble model made of many decision trees using bootstrapping, random subsets of features and average will predict the results. 
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V. PROPOSED SYSTEM 

 

Fig.3. Classifier based Model generation in Job Recommendation system 

5.1 DECISION TREE BASED STRATEGY 

The Decision Tree algorithm is the most common data mining algorithm that is used in predicting the classifier. When we provide the 

Decision Tree algorithm with a set of attributes, it builds a tree-like model based on the various rules or decisions that it makes on the data set. 

Here, the leaf nodes represent the class attribute; the internal nodes represent the remaining attributes used. 

For predicting the classifier and the branches represent the value of those attributes. The Decision tree algorithm with a Percentage Split 

method divides the data set into 70% Training data and 30% Test data and gives an accuracy rate of 84.61%. This accuracy improves 

drastically when we use the Random Forest. 

5.2 RANDOM FOREST APPROACH 

The Random Forest algorithm or in other words the Random Decision Forests algorithm are an ensemble classification algorithm 

which create many decision trees during the training phase and then predicts the classifier for all those decision trees and thereby gives the 

best possible accuracy rate from all the decision trees.  

The Random Forest algorithm with a Percentage Split method divides the data set into 70% Training data and 30% Test data. The 

Random forest will take k random attributes and create n decision trees. And from those n decision trees, it will take the best and predict 

the result. The results of both the methods can be seen below; Out of 70 instances it correctly predicts 59 instances. Here, the Random 

Forest algorithm could only classify 63 instances correctly out of the total 70 Test instances. So, the accuracy rate achieved in the 

Percentage Split method was 90.01%. 

VI. RESULT AND DISCUSSION 

 

A. DECISION TREE CLASSIFIER 

 

Entropy: 

                      

H(x)= - j

j

j pp 2log                                                     (1) 

If  a random variable x can take N different value,the jth value X,with probability p(Xj),we can associate with  the entropy as in Eq.1. 

 

Gini index: 

 

Gini index and information gain both of these methods are used to select from the n attributes of the dataset which attribute would be 

placed at the root node or the internal node. 

 

Gini Index = 1 -  
j

jp 2                                                 (2) 

 

Gini Index is a metric to measure how frequently a randomly chosen element would be incorrectly identified as in Eq.2. It means an 

attribute with lower gini index must be preferred. Sklearn supports “gini” criteria for Gini Index and by default, it takes “gini” value. For the 

given dataset, Decision Tree Classifier will produce a result of 84.61% accuracy as shown in Fig.4. 
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Fig.4. Performance evaluation of the recommendation system 

 using Decision tree classifier 

B. RANDOM FOREST CLASSIFIER 

The Random Forest Classifier will give the result as shown in Fig. 5. , which shows accuracy higher than decision tree classifier. For the 

given dataset, Random forest classifier accuracy is 90.01%. 

 

 
 

Fig.5. Performance evaluation of the recommendation system 

 using Random forest classifier 

 The comparative accuracy based analysis is found in Fig.6a,6b  shows that when compared to decision tree, performance of random forest 

gives accurate true predictions.  

 

 

 
 

Fig.6a. Accuracy based comparative performance analysis between 

 Decision tree classifier and Random Forest classifier 
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Fig.6b. Accuracy based comparative performance analysis between 

 Decision tree classifier and Random Forest classifier 

 

VII. CONCLUSION 

The proposed strategy analyses the job application to best classify them in the nature of category assigned. From the above observations, 

the Decision tree classifier and Random Forest Classifier is most suitable to predict the job titles with a good precision and high accuracy. 

Despite the accuracy is satisfactory, several other classification, clustering and machine learning approaches can be incorporated for the 

betterment of the model. In future, the big data analytics tools can be adopted by choosing dataset of high dimensionality. 
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